Assignment 1

. Since || fn = Olla = \/ [y | fa(®)2 = —7 — 0asn — oco. Thus, f, converges in L2[0, 1] norm to 0.
Assume that given any e > 0 3N (e) such that |f,,(t) — 0] < e V¢ € [0,1] and Vn > N(e). But,
since [fx11(t) =0 =1 > efor0 <t < 1/(N+1)ande < 1, we can always establish a
contradiction.

Note that the given sequence { f,.(¢)} converges pointwise to the following f(¢)

£(t) = {(1) e )

Since lim M,, = 1 where M,, = sup,¢(o 11 |fu(t) — f(t)| = 1, {fa} does not converge uniformly to
f(@).

~
. Since || f, — 0|2 = ,/fol |fa ()2 = \/fO% ndt =1/\/n— 0 aég; oo, we conclude that f,, — 0

in L2[0, 1] norm as n — oo. g
limy, o0 f1(0) = lim,, 00 /1 = 00. \%,

. Given e > 0, choose N(e) = 1/e so that | f,(¢) —§3; Vn > N and Vt € [0,1]. Thus {f,(¢)}
converges pointwise uniformly to 0.

Since || fn(t) = Olly = [5° fu(t) = ;" 1/ndt :Ql_q-fn — 0]y -+ 0asn — oo. Thus, {f,} does not

converge in L*[0, oo] norm to 0. Q

. Change of variable problem. Easy! »5\\

. An inner product calculation. Note #iat both ¢(t) and () have norm 1. Problem 4 shows that
we need to multiply both (2t) aga(% — 1) by 2'/2 to normalize them. After normalization,
these four functions form an O isof a subspace of L2[0, 1]. f(t) = 1(t) — 10 (t) — sy (2t) —
§¢(2t —1); where f (t)isth jection of ¢ on the subspace spanned by these four functions.

. Apply Gram-Schmidt ort nalization process. The first four set of polynomials: 1, z, (322 —
1)/2, (5z° — 3z)/2. Of&Yurse, you can normalize these polynomials to get an ON basis.

. Since Py, Pi,- - -, P, 1 form an ON basis for the set of polynomials of order n + 1: we can write
tPA(t) = SpEcnr Pe(t) (2)

where
Cnk = <tP”, Pk> (3)

It follows from the fact that P, is orthogonal to every polynomial of order less than n, that
an:<tPnaPk):<Pnath>:0 (4)
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10.

for k < n — 1. Therefore, equation 2 simplifies to

tP, (t) = cn,n—lpn—l(t) + Cn,npn(t) + Cn,n—l—an—l—l (t) (5)
Using the notation of the question:

tP(t) = anPa(t) + bpPu(t) + caPacs (£) (6)

where a,, = (tP,, Py11) = (P, tPyy1) = (tPny1, Py); and ¢, = (tP,, P,_1). SO, ¢, = ap_1.

Note that for ¢3, there are discontinuities at +k= for k = 1,2,-- -, so more terms are needed to
get better approximation.

See Sec 1.7 of the notes on Linear Operators. ~
We have to consider the following two cases: &Q‘

(@) Assume that (1) holds. We need to prove that (2) c@bT hold. if (1) holds, then for any
v € V Ju € U such that Tu = v. Assume thatt anonzero vy € V such that T*vy = 0.
Then (u, Txvy = 0)y Yu € U. Use the adjoi (Tu,v9)y = 0,and Vu € U. Based on
our assumption, R(T) = V. So, vy L v Vv gThus vp = 0, contradicting our assumption
that vy # 0. Q.E.D.

(b) If v ¢ R(T), that means u € U suchQa-t Tu = v. So let us find vy such that T*vo =0
(i.e. the least squares problem). Fj n@he projection of v on R(T) , and let vg = v —
proj(v) L R(T). That means (’Ikéq)v = 0 Yu € U. Now using the adjoint operator,
we have (Tu, vo)y = (u, T*vol)ﬁzs 0, Vu € U. Note that vy # 0 because v ¢ R(T) and
pro(v) € R(T) . Thus, T*v,

logy = loga + bx. You can c ?uct a system of 7 linear equations in two unknowns log a and
b. You can use matlab to fi e solution. In general, if you want to estimate the solution of
Az = b, then solve AT Az~ ATb. If AT A happens to be invertible (as is the case here), then
x = (AT AT AT, The@‘rsolution isy(2.0) = 2.22.



